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STRUCTURAL AND PARAMETRIC SYNTHESIS OF PREDICTIVE RBF NEURAL
NETWORKS USING ARTIFICIAL IMMUNE SYSTEMS

The purpose of the study is in development of methodology for the structural and parametric syntheses of
predictive radial basis function neural networks using the ideas from artificial immune systems. The settings for the
RBF neural networks were determined using appropriately constructed immune system, and combined method for
forecasting time series with controlled parameters of model is proposed. It was established that increase in the
population size slows down the neural network learning process, but on the other hand it resulted in improvement of the
models quality. The combined forecasting algorithm and wavelet neural network shows higher accuracy of prediction
than the combined algorithm and RBF network, while the latter has a higher rate of training. It was also established
that for a higher level of mutation, which implies a high variability of clones of the population, the training is faster, but
stability of the process is lower, which decreases the probability of finding the global optimum.
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1. Introduction.

Development, formal representation and design of immune and hybrid immune systems
suggests the presence of three components (Fig.1):

1) the scheme of the components of the AIS;

2) one or more measures to quantify the states of the system (affinity and measures to
evaluate the fitness),

3) immune algorithms that control the behavior of the system.
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Fig.1 Structural components of AIS

The representation accepted for immune cells and molecules is an expanded version of the
shape-space approach. Currently, the most frequently used are the following main types of shape-
space: real-valued, integer, and symbolic shape-space [1, 2]. More complex types of shape-space
can be used in addition to these forms, such as neural networks, fuzzy neural network, fractal and
DNA shape-space. In this paper, the optional choice for shape-space is selected based on radial
basis functions (RBF) neural network architecture.

2. Theoretical Part.

As shown in [1], application of gradient methods for local search that are used to construct
neuromodels in some cases is not acceptable or impossible. The generalized optimization problem
of synthesis of a neural network on the training set can be formulated as follows:
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Net = Net(M,Q, B, A, A),
for which
¢(Net, X,Y)— min
where M is a matrix that determines the presence of synaptic connections between elements
of the system (receptors, neurons); €= Q(M) is a matrix of weights, which correspond to those

present in the network; B = B(M) is the bias vector of the neural network; A = A(M) is the
vector of discriminant functions for elements of the neural network; A = A(M) is the vector of
activation function for neural network; Q(Net, X,Y) is the criterion for determining the

effectiveness of a neural network model to approximate the relationship between inputs X and
their corresponding parameter vector of output values Y .
The optimality criterion for a neural network model can be applied in the form of mean square
error:
4 2
c=2 (v, —y(Net,w, F.

p=l

where ‘Pp is the set of values for the p -th instance; y(Net, ‘Pp) is the value of neural network

output obtained for the set of values ‘Pp :

2.1. Synthesis of computational structures using immune algorithms for solving forecasting
problem.

It is known that the quality of forecasts can be improved by combining the results obtained by
different methods. Block diagram of RBF network is shown in Fig. 2. The RBF network consists of
input, single hidden (radial basis) and linear (output) layers. The neurons of hidden layer operate on
the principle of centering on the training sample elements. The centers are supported by the weight

matrix (W "). The function “dist” is used for calculating the Euclidean distance between input
vector (X) and the corresponding center. Around each center, there is a region called the radius.
Radius (sensitivity of the network) is adjusted by means of smoothing coefficients vector:

(Gl,...,Gm).
f1

dist N /\

f

dist ,/\ :

fm

dist =/\

Input layer - Hidden layer ' Output (linear) layer

Fig. 2. Architecture of RBF network
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Behavior of RBF network depends on the number and position of radial basis functions of the

hidden layer. Indeed, for any real n-dimensional input vector X:(Xl, Xy ) ooy Xn) , Where
X € X < R, , the output of the network will be determined as follows:
m
| -
Yi =D Wy fy (dlst(x, W, ) o )
k=1
where, Wilk cW' i :ﬁ is the weight of the linear layer; w, €W " are centers of radial

basis functions. If Gaussian function is used as a basis one, then:
dist(x, w!)? _
f (X) :—(—Zk), k=1m.

26,

In the context of approximation problem, the network is used to find the function,
y:R, = N, satisfying equation (5) at p =1. Suppose we have a sample of training data points
: Xq, e Xg, Xj € R, If the output values for each of these points of d,, ...,dg, d; €R are

known, then every basis function can be centered on one point of X, . Asymptotically the number of

centers, and therefore the hidden layer neurons, will be equal to the number of data points of the
training sample, M. In this case appear at least two problems. First, low ability to generalize as far
as the presence of excessive number of neurons in the hidden layer has a negative impact on the
approximation of the new data (not participating in the training sample), and second, a large size of
training sample will inevitably cause problems of computational nature. To overcome these
difficulties, the network should be simplified by reducing the number of basis functions, what in
turn poses a new challenge touching upon their optimal centering. The basic idea of the work is to
use an immune network for identification of centers of radial basis functions, i.e. solving the
problem of recognition and clustering that solves the problem of determining the number of input
values. After that a clonal selection algorithm is used for constructing an optimal architecture of
radial basis neural network (number and type of RBF-neurons in the hidden layer functions) as well
as optimizing the weights and parameters of radial basis functions.

Adjustable parameters of the neural network are following: a) number of neurons in the

hidden layer (m); b) centers of radial basis functions (Wli); c) coefficients of smoothing (o ); d)

types of basis functions of the hidden layer; e) the weight of output layer (Wi'k ); T) type of activation

function of output layer; g) parameters of the activation function of output layer (a). Using selected
parameters we can obtain the structure of individual AIS as shown in Fig. 3.
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Fig. 3. The structure of individual (antibody) AIS coding RBF-
network

To encode the values by the binary system, the precision (bits per value) is highlighted as a
parameter setting AIS. Elements of the string f, ..., f,, encode the status of the neurons in the

hidden layer [2]. The value of "0" corresponds to the passive or ,,off* (the neuron is not involved in
calculating of the output value network). The value of "1" shows that a neuron is active (enabled).
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This scheme provides automatic search for the optimal number of hidden elements of the RBF
network. Consider the example shown in Fig. 4.
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Fig. 4. Land-line antibody with binary encoding

In this example, mutation of the bits with indices 0 or 1 obviously cause more significant
changes in the selected parameters than the mutation of the bit 4.

3. Experiments.
3.1 Description of experimental data.

For the pilot study, two time series representing real processes were selected. First is
observations on the volume of monthly sales of tickets for American Airlines data for 12 years; the
series contains 144 observations. The first 100 observations (70%) were used as a training sample,
the remaining 44 (30%) were used as a test sample. The minimum time lag (immersion depth d)
was calculated on the basis of the partial autocorrelation function (PACF). From the PACF values
d >13, we have chosen the value d =14. The second data sample was daily consumption of
electricity for one of the regions in Ukraine. To study the process we used the observations No.
260-330. The last 35 observations were used as a test sample. In this case the minimum time lag,
d >15, we have chosen the value of d =15. Further on, based on initial data, we demonstrated
experimentally the convergence of the developed methods and investigated influence of the main
parameters on the AIS learning algorithms.

3.2 Influence of parameters on the convergence of AIS algorithms.

The experiments were set to investigate the influence of three main parameters of AlS:
selection pressure, population size of clones, and the level of mutation. First, we set a high selection
pressure equal to 50, the size of the population of clones equal to 300, and the level of mutation
equal to 0.8. In this case, the selection of the best antibodies will occur as follows. After assessing
the entire population, i.e. 50, the antibodies are selected by a certain percentage of the best of them
for subsequent cloning. This percentage is set by parameter "factor of selection of the best
antibodies”, which in this case is 0.7. Thus, for cloning we must select 50 * 0,7 = 35, the best
antibodies. The best antibodies (i.e., those which give the smallest error of approximation on the
training data) are chosen by tournament selection. The tournament selection involves a random
selection from the population, the number of antibodies, specified by the parameter “selection
pressure”, and the choice of one of the best out of this amount. The tournament is repeated as many
times as antibodies should be selected (in this case 35 times). It follows that the larger the
tournament is the less likely is a penetration of "weak" antibodies into the population of clones, and
the faster the immune algorithm should converge. Then we set a minimal selection pressure equal to
2 and compared the results obtained. Fig. 5 (a) shows the graphs of convergence of the developed
combined algorithm for the problem of forecasting the time series of ticket sales and Fig. 5 (b)
shows the similar experiments with a number of observations of daily electricity consumption. The
results show that: (1) developed algorithms converge to the minimum learning error, which proves
the possibility of their use for solving the approximation problems; (2) parameter selection pressure
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can control the rate of convergence of algorithms that can be effectively used to prevent premature
convergence to local optima.
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Fig. 5. (A) Convergence of combined algorithms at different levels of selection
pressure: (a) for the monthly ticket sales; (b) for the energy consumption data

More studies have been performed touching on dependence of the time spent on learning and
loss errors on the test sample from the population size of clones AIS. In these experiments, the
rigidity of selection for all algorithms was set equal to 20; the experimental results are shown in
Table 1.

Table 1.
A comparative study of the effect size of the population of clones
Population PMSE
. P Data Training on test
Algorithm type size of . . i
(time series) time sample
clones
RBF-predictor 100 Sales tickets 35¢ 12,65 %
RBF-predictor 300 Sales tickets 120 ¢ 5,34 %
RBF-predictor 100 Electricity consumption 28 ¢ 5,17 %
RBF-predictor 300 Electricity consumption 93 ¢ 4,26 %

Here PMSE is the standard percentage error in percentage.

According to the results shown in Table 1, we can conclude that increase in population size
slows down the learning process, on the other hand in improvement of the generated models
quality. Furthermore, as seen from the table, combined algorithm IMS and wavelet neural network
shows a higher accuracy of prediction than the combined algorithm and RBF network, while the
latter has a higher rate of training.

The experimental results show that for a high level of mutation, which implies a high
variability of clones of the population, in most cases the training is faster, but the step character of
the curve indicates a low stability of the process, thus decreasing the probability of finding the
global optimum. The figure shows that the value of errors corresponding to the high level of
mutation decreases rapidly at the beginning of training. But it falls at a certain time in one of the
local optima, and cannot leave it further on due to the high variability of antibodies, which leads to
deterioration in the quality of training. In fact the mutation is the main driving force behind the
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evolution of the immune system and therefore requires more careful adjustment in accordance with
the objectives set in the solution of the forecasting problem.
4. Conclusion.

The main results of this study are as follows:

— experimental analysis of the problem of finding the settings for RBF neural networks;

— the combined methods of forecasting time series with controlled parameters is proposed,
based on the synthesis of RBF networks using artificial immune systems;

— the results of computational experiments showed higher effectiveness of the proposed
combined methods.
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UOT 004.042
P.i. Bidyuk, A.S. Hasanov, S.H. Abdullayev

Siini imun sistemlordon istifads etmokls prognozlasdirilmis RBF neyron sobakalarin struktur vo parametrik
sintezi

Siini  sistemlorin  inkisafinin  naticalorindon istifads etmoklo radial bazis funksiyalarimin - asasinda
prognozlasdirilmis neyron sobokalorin struktur va parametrik sintez metodlarimin iglonib hazirlanmas: tadqiqatin
asasini tagkil edir. Stini imun sistemlarin modifikasiyasina uygun olaraq RBF asasinda neyron sistemlarin qurulmasi
tayin olunmugdur. Nozarat olunan parametrlor modeli vasitasi ilo zaman siralarimin prognozlasdirimast iigiin
kombinasiya edilmis metod toklif olunmugdur.Tayin edilmisdir ki, ahalinin artimi neyron sabakalorin &yronma
prosesinin  stiratinin  azaldimast  ilo  yanasi  hamin  modelin  keyfiyyatinin  yaxsilasmasina  gatirib
¢ixarwr. Prognozlasdirilmanin  kombinasiya olunmus alqoritmi RBF sabaka ilo prognoziasdirilmadan farqli olaraq
Wavelet asasinda neyron sabakalar ila prognozlagdiriima daha yaxsi keyfiyyata malikdir. Miiayyan olunmugdur ki, daha
yiiksak saviyyali mutasiya zamani Gyranma prosesinin daha siiratlo hayata kegiriliv, lakin talimin miiqavimatinin
azaldilmasi isa qlobal optimumun miiayyan edilma ehtimalinin azaldilmasina gatirib ¢ixarir.

Agar sozlar: siini imun sistemlor, neyron sobokoloar, radial bazis funksiyalari, prognozlasdiriimis
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CTpyKTYpHBIii 1 NapaMeTpHYeCKHii CHHTE3 MPOTrHO3UPYIOIINX HelipOHHBIX ceTeii RBF, ucnob3ys
HCKYCCTBeHHbIe HMMYHHBIE CHCTEMBI

Lenvio  uccnedosanus sensiemcs pazpabomka Memooa CMPYKMYPHO2O U NAPAMEMPUYecKo20 CUHmMe3d
NPOCHO3UPYIOUell HeUPOHHOU Cemu HA OCHO8e PAOUATbHBIX OA3UCHBIX (DYHKYUL C UCNOIb308AHUEM Pe3YIbmAamos
paszeumus ucKyccmeennvix cucmem. Onpedenenvl HaAcmpouru 01 HeUpoHHOU cemu Ha ocHoge PE® ¢ nomowpvio
COOMBEMCMBEHHO MOOUPDUYUPOBAHHOU UCKYCCMBEHHOU UMMYHHOU cucmembl. TIpednodcen KOMOUHUPOBAHHBIL MemMOO
0Nl NPOSHO3UPOBAHUSA BPEMEHHBIX PAO0E C KOHMPOIUPYeMbIMU NApAMempamu Mooenu. Ycmanosnero, umo ygeiuierue
pasmepa nonyasyuu cHudicaem Ovblcmpooelucmsue npoyecca 00yyeHus HeUpoOHHOU cemu, HO NPUBOOUM K YIYYULEHUIO
Kavecmea mooenu. KomoOuHuposauHulil aneopumm npocHO3UPOSAHUs C Helpocemblo HA OCHO8e BeligNemo8 NOKA3al
Jyyee Kayecmeo npocHo3uposarus yem ¢ cemvto PE®. Onpedeneno, umo npu 601ee 8biCOKUX YPOBHAX MYMAyuu,
obyueHue npoucxooum Ovicmpee, a YCMOUYUBOCMb OOYYEHUS CHUMNCAEMCA, UYMO YMeHbluidem 6epOosmHOCHb
onpedenenus 2100a1bH020 ONMUMYMA.

KiroueBble cjioBa: HCKYCCTBEHHBIC HIMMYHHBIC CHCTEMbI, HEHPOHHBIC CETH, pajHajibHbIC Oa3uCHbIC ()YHKIIWH,
[IPOTHO3UPOBAHKE
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