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The authors analyze the challenges of forming correlation matrices in solving problems of identification of matrix
models of the dynamics for real-life industrial objects. They propose generalized algorithms that allow for reducing those
matrices to similar matrices of useful signals. The specific characteristics of real-life noisy technological parameters are
taken into account and it is also demonstrated that said algorithms can be used in the absence of a correlation between
the useful signal and the noise and in the presence of such correlation.
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1. Introduction. It is known [1-6] that one of the main challenges in solving problems of
automated control of industrial objects is establishing the quantitative interrelations between
technological parameters characterizing the processes in those objects both in statics and dynamics.
Such interrelations are called static and dynamic characteristics, respectively. These characteristics
can be determined from differential equations of control objects [1-6]. However, those differential
equations are often unknown, which is why statistical methods are widely used — they make it possible
to determine dynamic characteristics during normal operation of objects [1-6]. In practice, such
dynamic characteristics as impulsive admittance k(t) and transfer functions ¢(s) of linear systems

are determined by applying to their input artificial stimulation of a certain type (impulse, step
function, sinusoids) and measuring the response. However, in that case, random uncontrollable
disturbances are superimposed on these impacts. As a result, it proves impossible to precisely
determine dynamic characteristics based on typical input signals [6-8].

The statistical correlation method for determining these dynamic characteristics is based on the
solution of an integral equation that includes the correlation functions R,, (z) and R, (z) of the input

X () and output Y (z) signals. It allows us to obtain the dynamic characteristics of an object without

disturbing its normal operation mode. Therefore, statistical methods are widely used for determining
the dynamic characteristics of objects during their normal operation [6-8].

However, the application of statistical methods for building mathematical models of real-life
industrial objects presents the following difficulty. Interferences and noises are imposed upon the
useful signal (that has to be obtained with the least possible amount of distortion), thus hindering the
calculation of the estimates of their static characteristics.

One should take into account that interferences and noises are also represented by random
functions (7). The reasons behind the formation of interferences and noises can be very diverse [6-
9]

a) thermal noises;

b) noises caused by other machinery and equipment operating nearby;

c) noises caused by power supply sources;

d) noised caused by self-oscillations generated in feedback circuits, etc.

For instance, for deep-water offshore platforms, noises are caused by waves, wind, etc. Another
example is the radio detector of an antenna under a wind load, which also represents a random time
function.

In view of the above, many algorithms and technologies of filtration have been proposed with
the aim of eliminating the effects of the noise on the result of identification of statistical models of
the dynamics of control objects over a long period of time [8-10]. The ones that allow for eliminating
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the error of the noises caused by external factors have found a wide application [10-12]. However, in
real-life objects, noises of technological processes form under the influence of various factors. Some
of them reflect indirectly certain processes that cause defects in the objects under investigation. For
this reason, the range of the noise spectrum frequently overlap the spectrum of the useful signal.
Besides, the spectra of the noise and the useful signal in real-life technological parameters are not
strictly stable. Therefore, filtration does not always yield the desired result. Sometimes, the spectrum
of the useful signal is even distorted from the filtration [11, 12].

Taking into account the above, the paper considers one possible option of creating alternative
digital methods and technologies for eliminating the error induced by noise during the formation of
correlation matrices in the process of identification of the dynamic model of industrial objects.

2. Problem statement. As stated above [6, 7], the main dynamic characteristics of linear objects
are their impulsive admittance k(t) and transfer ¢(s) functions. The differential equations of those

objects are often unknown, and the methods based on the application of artificial stimulation are
inapplicable, usually due to the following reasons:

e it is undesirable or impossible to apply a special kind of stimulation to the object’s input, as it
disturbs the normal running of the process;

e random uncontrollable disturbances are imposed on that stimulation, and their effects are
impossible to separate from the effect of the artificial stimulation.

In this regard, in creating systems for automated control of continuous stochastic processes, the
statistical method is widely used, allowing one to determine the dynamic characteristics of complex
objects during their normal operation. In practice, the solving of this problem comes to solving the
problem of identification of the mathematical model of object’s dynamics by methods of theory of
stochastic processes [6-8,13-16]. Object’s state in the general case is described by matrix equations
of the following type:

Ry ()= Ry ()W (), #=0, At, 2At, ..., (N-1)At, (2.1)
e Rxx (0) Rxx (At) Rx>< [(N _1)At]
Rxx (At) Rxx (0) Rxx [(N - 2)At]
Ry (1) = (2.2)
R [(N =1)at] Ry [(N - 2)at] Ryx (0)

Ry (At) ... Ry [(N-2)At], (2.3)
W) w(at) ... W((N-2)AL),
) N

~ iz X (iat) X (i + w)At),
N o
l N
=X (iAL)Y (i + )At).
N
R, (1) is the square symmetric matrix of the autocorrelation functions with dimension N x N
of the centered input signal X (t); R,,(x) is the column vector of the cross-correlation functions
between the input X (t) and the output Y(t), VV(y) is the column vector of the impulsive admittance
functions.
For equation (2.1), matrices (2.2), (2.3) are formed from the estimates of the useful signals X (t)
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and Y(t).
As previously stated, the real-life technological parameters g(At) and 7(iAt) are the sum of the
useful signals X (t), Y(t) and noises &(iAt), n(iAt), i.e.
g(t)= X(t)+(t)
n(t)=Y ) +elt)

Therefore, matrix equation (2.1) and the correlation matrix of real technological processes can
be represented as follows:

R, (1)= Ry, (uMi() =0, At 2at, ..., (N-1)at

R,, (0) R,, (At) Ry, [(N —1)At]

Ry, (At) R, (0) Ry [(N —2)At]
Ry, (1)~ (2.4)

R, [(N-1)at] Ry, [(N-2)at] ... R,,(0)
R, (1)~ [R,,(0) R, (a) ... R, [(N-DAt]l, (2.5)
where
Ry, (1)~ =3 gA0g(li + )at) == 3 (X (iat)+ sGANX ( -+ )at) + £((i + w)at)

N = . (2.6)

W %z g(iat)y(li + w)At) = ; S (v (iat) + (A (i + u)At) + (i + w)At))

i=1

D, =R, ( ), D, ~ qu(o) are the estimates of variances of the signals g(t), 7(t) at x=0;
m,, m, are the mathematical expectations of g(t), n(t).

It is impossible to calculate the estimates of the correlation functions Ry, (), Ry, (z) of the
useful signals X (t) and 7(t) of the technological parameters g(t), 7(t) in practice. For this reason,
correlation matrices (2.4), (2.5) are formed based on the estimates of R (), Ry, (x) correlation

functions of the noisy signals g(t), 7(t).
However, obvious inequalities emerge in this case:

Ryx (ﬂ)¢ Rgg (ﬂ)}
RXY (/u) * qu (,U)
due to which the following inequalities take place

Iixx (:u) # ﬁgg (,u)}
Iixy (:u) # ﬁg(p(ﬂ) .

As a result, in practice, adequacy of identification of the model of the dynamics (2.1) of
technological processes fails in many cases.

At the same time, in many real-life industrial objects, various sensors are used, in which signals
often represent various physical quantities (such as temperature, pressure, displacement, vibration,
etc.). In such cases, the estimates of correlation function of the signals X(t), Y(t) are reduced to

dimensionless values [8,17]. To that end, the estimates of the normalized auto- and cross-correlation
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functions of the useful signals X (t), Y(t) are calculated from formulas [4,6]:

Mx (,u) ~ Ryx (:u)/ Dy }

Iy (/")z Ryy (/U)/ D, Dy
where D, ~R,,(0), D, ~ R, (0) —where Ry, (u), Ry, (x) are the estimates of the auto- and cross-

correlation functions of the signals X (t), Y(t) at £ =0, u=At, u=2At, u=3At, ....
In this case, the normalized correlation matrices of the useful signals are as follows:

RL(O) Rxx (At) Rxx [(N _l)At]
D, D, D,
Rxx (At) Rxx (0) Rxx [(N — Z)At]
fo(u)=| P Ox Dy 28)
Rxx [(N ._ 1)At] Rxx [(N _ Z)At] M
Dy Dy Dy
<] R R0 RylN-1a]
MIE (/.0,) [o,0,) bD. } . (2.9)

Naturally, matrix equation (2.1) for this case can be represented in the following form:
va(ﬂ)zrxx(,u)‘ﬁ(ﬂ)’ u=0,At, 2At, ..., (N _1)At
where T xx (1) is the square symmetric matrix of the normalized autocorrelation functions with
dimension N x N of the centered input signal X (t); rxv(z) is the column vector of the normalized

cross-correlation functions between the input X (t) and the output Y (t), W () is the column vector

of the impulsive admittance functions.
It is known that the normalized auto- and cross-correlation functions r, (u), r,, («) of the

noisy signals consisting of the sum of the random useful signals X(t), Y(t) and the corresponding
noises &(t), o(t) are calculated from the following formulas:

o (11) = Ryg (12)/ D
r,, ()= Ry, ()1 \[D,D, |

The corresponding normalized correlation matrices of the noisy signals g(t), n(t) are
represented in the following form:

(2.10)

R, (0) R, (At) R, [(N —1)At]
5 D R
R,, (At) R,,(0) R,,[(N ~2)at]
r(w)=| b, D, " D, (2.11)
R,[(N-1)at] R [(N-2)at] R,,(0)
Dg Dg DQ
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R,,(0) R, (At) Ry, [(N —1)At] '

w0 (0,0, (0,0, TT]

Comparing matrices (2.8) and (2.11), we can see the substantial difference between their

respective elements, i.e.
Fo (,u) # Iy (ﬂ)}

rgry(lu) # Iy (;U) ,

(2.12)

therefore, the following inequalities take place.

_—

g(ﬂ) # Iyx (,u)

rgr](lu);é My (:u)

From inequalities (2.7) and (2.13), it follows that correlation matrices (2.4), (2.5) and (2.11),

(2.12) differ from original matrices (2.2), (2.3) and (2.8), (2.9). Therefore, in many cases, we fail to
ensure adequacy of identification of the dynamic model of an object by means of these matrices in
actual practice [11]. Accordingly, to ensure adequate identification of matrix models of the dynamics
of industrial objects, we need to develop technologies for forming the robust correlation matrices

(2.13)

RTTg(y) R—;](,u) 12 (1), ¥ (), ensuring that the following equalities hold:

' g9 an

Ry (1) = Ry (1)

Ry ()= Ryy (1) 210
o (1) = 1y (1)

r (1) = T (1)

3. Technologies for forming the robust correlation matrices in the absence of a correlation
between X(t) and &(t). The research in [11,18-20] has demonstrated that the conditions of

stationarity and normalcy of distribution law hold for technological parameters of many industrial
objects.
When the correlation between the useful signals X (t), Y (t) and the noise &(t) is zero, i.e.

ii X (iat)e((i + 2)At) = 0
N " (3.1)
%;Y(im)g((i 4 )AL~ 0

expression (2.6) for calculating the estimates of the auto- and cross-correlation functions can be
represented as follows:

N G
Ry, (1) %ki (iat)n((i + y)At)z%g(x(im)m(km))[v(( + ,u)At)+(o((l+,u)At)j Ry (1) (3.3)

Taking into account expression (3.2), the correlation matrix of the noisy signals g(t), R. . (x)
gg

from formula (2.4) can be transform as follows:
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—_

Ryg (1)
Ry, (0)— D, =Ry (0) Ry, (At) = Ry (A1) Ry, [(N —1)At] = Ry [(N —1)At]
Ry, (At) = Ry (A1) R,,(0)- D, = Ry, (0) o Ry[(N=2)at] = Ry [(N - 2)At] (3.4)
Ry [(N ~DA= Ry [(N -2at] R, [N-2at~ Ry [(N-2)A0 .. R, (0)-D, =Ry (0)

Based on expressions (3.3), correlation matrix (2.5) can also be represented as follows:

RE (1)~[R,,(0)= Ry (0) Ry, (At)xRy (At) ... R, [(N-DAt]~R[(N-D)at]| ~Ry (1). (3.5)
Experimental research has demonstrated that for those industrial objects, for which conditions
(3.1) are met by determining the estimates of the elements of Rgﬂ(,u)from expression (3.3), it is

possible to form the robust matrices @(ﬂ) from formula (3.5), which would match the correlation

matrix R, (u) of the useful signals X (t), Y(t). At the same time, it follows from expression (3.4)

that the correlation matrix Rgg(y) of the noisy input signal g(t) differ from the correlation matrix
R—XX’(,u) (2.2) of the useful signal X (t) in the diagonal elements that represent the sum of estimates

of the correlation function of the useful signals R, (0) and the noise variance D, .

It is obvious that by eliminating the errors of noise from the diagonal elements of matrix (3.4),
it can be reduced to the form similar to matrix (2.2), whose elements contain no noise-induced error.
Therefore, to form such matrices for real-life objects, we need to determine the estimates of the noise

variance D, of the noisy technological parameters [17]. In that can, we can form a matrix, for which
equalities (2.13), (2.14) will hold, i.e.

RE (1)~ Ry (1)

RgR;y (,u) ~ Ryy (,u)

However, as discussed, solving identification problems for real-life objects often requires
normalizing the estimates of correlation functions. It is clear that given expressions (3.2), formula
(2.10) for determining the normalized estimate of the autocorrelation function can be transformed as
follows:

Ry (,u #* O)
D, -D,
Naturally, the formula for calculating the estimates of normalized cross-correlation functions
can also be represented as follows:

R
r,, (1)~ o (#) . 3.7)
\/(Dg -D, XDU - Dw)
Therefore, normalized correlation matrix (2.11) of the noisy signals g(iAt) can be represented
as follows:

(" (,u #* 0) ~ (3.6)
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o (1) =
. Ry, (At)~ R,y (A1) Ry, [(N —2)At] = Ry, [(N —1)At] (3.8)
D, -D, D, -D,
Ry (M) = Ry, (A1) . Ry [(N =2)At]~ Ry [(N - 2)At]
- D, -D, D, -D,

Ry, [(N ~At]= Ry [(N - DAL

Ry [(N = 2)at]= Ry [(N —2)at]

D, -D,

D, -D,

1

The matrix of normalized cross-correlation function can be formed in the similar manner:
T
E(#) ~ Ry, (0) = Ryy (0) Ry, (AD) ~ Ryy (at) R [(N _1)At] ~ Ryy [(N _1)At]
J@NDJQ—%)J@NDJQ—%) J@VDJQ—Q)

Thus, after the correction of errors of the noise, the diagonal elements of the normalized
correlation matrix rgg(/,z) of the noisy signals g(t) match the diagonal elements of the normalized

an

(3.9)

correlation matrix @(y) of the useful signals X (t) and are equal to one. However, the other elements
of the normalized correlation matrix Q(y) of the input signal, as well as all elements of the

normalized cross-correlation matrix E(,u) of the noisy input and output signals contain in the radical
expression of the denominator the values of variances D, , D, of the useful signals X (t), Y(t) and
the values of variances D,, D, of the noises &(t), o(t). It follows that normalization leads to

additional errors in the elements of correlation matrices. It is obvious that by eliminating said errors
with the use of formulas (3.6), (3.7), we can form normalized correlation matrices (3.8), (3.9)
equivalent to matrices (2.8), (2.9) of the useful signals [17-24]. However, that requires determining

the estimates of the noise variances D, and D, of the technological parameters g(t), »(t). The
research has demonstrated that it is appropriate to use expressions [11,12,17] for that purpose

D, ~ %i{g(i&)g(im)— 2(ia)g((i + 1))+ giat) gl + z)m)}, (3.10)
D, ~ %g[n(im)n(m)— 27(iAt) (i + )AL + miat)p((i + z)m)] (3.11)

which allow for calculating the estimates D, , D, of the variances of the noises g(t), o(t) of the noisy

input g(t) and output n(t) signals [18-21]. At that, taking into account formula (3.2) and using the
obtained estimates R, (At)~ R,, (At), R, (2At)~ Ry, (2At),...,R[(N —1)At] ~ Ry, [(N —1)At], we
can form the robust normalized correlation matrices

1

D, - D, D, -D,
B Ry, (AL) = Ry, (At) L Ry [(N = 2)At] = Ry [(N - 2)At]
(1) = D, - D, D, - D,

Ryg (A1) ~ Ry, (A1)

Ry, l(N :1)At]z Rux[(N-2)at] Ry [(N —2)At]; Ry [(N = 2)At]

D, - D,

D, - D,

Rugl(N ~1)at] = Ry [(N - D)

(3.12)
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o [ ORLOxRL0) R, (A)=R, (a) R, [(N 1At~ Ry, [(N - 2)at] |

\/(Dg_szDn_D¢) \/(Dg_szDq_D¢) \/(Dg_szDn_D¢)
Comparing matrices (3.12), (3.13) with matrices (2.8), (2.9), we can see that the effects of the

noise-induced errors on the elements have been eliminated and matrices (3.12), (3.13) can be regarded
as equivalent to matrices (2.8), (2.9) of the useful signals. Therefore, in the absence of a correlation

(3.13)

between X (t) and &(t), Y (t) and ¢(t), we can assume that the following equalities take place between
those matrices:
Foo ()~ T (1)

rgF; (,u) ~ Ty (:U)

4. Technology for forming the correlation matrix in the presence of a correlation between
the useful signal and the noise. It should be noted that it is characteristic of real-life industrial objects
to go into the latent period of origin of various defects, such as wear, microcracks, carbon deposition,
fatigue strain, etc. [12,22,23,25-27]. It usually affects the signals received from the corresponding
sensors as noise, which in most cases correlates with the useful signal X (t) [22-28]. For this reason,

the sum noise in such cases forms from the noise &, (t), which is caused by the external factors and
the noise ¢, (t) that emerge as a result of origin of various defects. The variance of the noisy signal
in that case takes the following form [12,25 28]'

ZQ iAt) ~ ZX (iAt) + 2= ZX(IAI)E(IAI)—I—

+Wzl:gz(iAt) ~R (0)+2R,,(0)+D,,
The sum noise )
g(iAt) = g,(iAt) + &, (iAt)
has a correlation with the useful signal X (t) and its variance D, is determined from the expression
D, =2R,,(0)+D,
where R,_(0) is the cross-correlation function between the useful signal X (t) and the noise &(iAt),
D, is the estimate of the variance of the noise ¢, (iAt).
Therefore, in that case, the variance of the sum noise D, represents the sum of the variance
D, of the noise &,(iAt), which is caused by external factors and the cross-correlation function
Ry, (0) between the useful signal X(t) and the noise &,(iAt), which caused by various processes
originating in the object itself [12,25,28].
In view of the above, the formula for determining the estimate Rgg (1) can be represented as

follows
N R.,(0)+D atu=0
zizg(iAt)g((iJru)At)z{ w (0)+D, #
N = Rux (1) + Ry, (1) at u#0.

It is essential to account for the correlation between X(t) and &(t) when forming the
correlation matrices, because in real-life industrial objects a correlation between X (t) and &(iAt)
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often takes place even during several sampling intervals, i.e. at u=At,
[25,26].

Therefore, it is necessary to develop technologies for determining the estimates of the cross-
correlation functions R, (0), R,,(At), R,,(2At), R, (3At).... During forming the correlation
matrices, this will allow for ensuring that they are equivalent to the matrix of the useful signals by
compensating for the errors of the elements R, (0), R, (At), R, (2At), Ry (3At),... in the
corresponding lines and columns of the correlation matrices (3.4), (3.8). Thus, to ensure that the
correlation matrices are equivalent to the matrices of the useful signals, we need to subtract the value
of D, from the estimates of R, (0), and the value of R, (u) from the values of the estimates of

Ryo (14), 16

H=2At, u=3At,

RE (1)~ Ry ()=
R,,(0)-D, R, (At)— R, (At) Ry, [(N —1)At]-R,, [(N —1)At]
Rye (At)= Ry, (At) Ry (0)-D, Rg [(N =2)At] =Ry [(N - 2)At]

Ry, (c')')'— D

&

Ry, (At) - Ry, (At) Ry, [(N —1)At]- R, [(N —1)At]
1 D, - D, D, -D,
- R, (At)- Ry, (At) . Ry [(N = 2)At]- Ry, [(N - 2)at]
D, -D, D, - D,
Ry, [(N —21)At]- Ry, [(N —2)at] R, [(N —2)At]- R, [(N —2)at] .
D, -D, D, -D,

In view of the above, alongside with determining the estimate D_, it is also necessary to develop
technologies for determining the estimate R, (z#0). To that end, let us first consider one of the
H=2At, ...
estimates of the relay correlation functions R;g (0) of the technological parameter g(iAt). With this

in mind, assuming the following notation

possible ways to determine the estimate R, (x) at =0, pu=At, by means of the

+1at g(iAt)>0
0 at g(iAt)=0,
~1 atg(iAt)<0
we represent the formula for determining the estimates of the relay correlation function R;’g (O) of the
noisy signal g(iAt) as follows:

sgn g(iAt)=sgn X (iAt) =

R;,(0) ngn g(iAt)g(iAt)~ ngn g(iAt)-[X (iAt)+e(iat)]~

=1 i=1
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%i sgn g(iAt)- X (iAt)]+[sgn g(iAt)- e(iAt)]] ~ ngn g(iat)X (|At)+%isgn g(iat)e(iat) ~
< L3 sgn X (UK 16+ > son X (Atk(iat) < R, (0)+ R, 0)
Rys(0)= Rix (0)+ R (0). (4.1)

We know from [24-28] that the estimate of R}, (0) can be determined from the expression

* 1 N - - - - - -
Ry (0) = 2 lsan gliat)g(iat)-2sgn g(iat)g((i-+Ljat)+ son gliat)g((i + 2)at)] 4.2)
i=1
Expanding the right-hand side of the formula with an allowance for expression (4.1), we get
13 . . 13 . . 13 . .
~ 2. 159n giat)g(iat)]- —Z[ngn g(iat)g((i +Dat)]+ =2 [son gliat)g([i + 2)at)] ~
i=1 =1 i=1
~R;,(0)- 2R}, (At)+ R (2At) Ry, (0)+ Ry (0)— 2Ry, (At)+ Ry, (2At) = Ry, (0)
Considering that the followmg equality holds for stationary technological parameters with the
normal distribution law
Ry (0)+ Ry (2At)— 2R}, (At) =0,
we can assume that the result of the calculations in formula (4.2) can be regarded as the estimate
R;.(0) [28].
An analysis of expression (4.2) has demonstrated that considering the specifics of determining
the estimate R}, (x) of the cross-correlation function between X (t) and £(t) can also be represented
as follows

R}, ( N IZl:sgn[g (iat)g((i +1)At)]—%iN21259n [g(iat)g((i +2)At)]+%ﬁ1:sgn [g(iat)g(i+3)at)]~
%ZN;[sgn [X (iAt) + A X (G + DAt)+ £((G + )at)] -
—% Nl sgn [X (iat) + e(iAt)[ X ((i + 2)at) + &((i + 2)At )]+

=4

%Z[x (iat)+ s(iat)[ X ((i + 3)at) + &((i + S)At)]} ~ Ry, (At)+ Ry, (At)+ R (At)+ R’ (At)— 2R}, (2At) -

— 2R}, (2At)— 2R} (2At) - 2R’ (2At)+ Ry, (3At) + Ry, (3At) + R} (3At)+ R’ (3At)
Considering that when R;_(At)>0,R; (2At)~0, R, (3At)~0 and the conditions of

stationarity and normalcy of distribution law hold, the following equalities can be regarded as true:
Ry (At)+ Ry, (3At) - 2R}, (2At) = 0
R. (At)+R. (3At)- 2R (3At) ~ 0
Ry, (2At) = 0, Ry, (3At) = 0,
R (2At) = 0, R, (3At) = 0

in the right-hand side we get

R, (At)~ R" (At)+ R} (At)~ 2R}, (At)
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. 1

We can show that the formula for determining the estimate R; (ZA'[) can also be represented

in a similar form, i.e.
N

R, (2At)~ %Z [san g(iat)g((i +1)At)—2sgn g(iat)g((i + 2)At)+sgn g(iat)g((i +3)At)]

i=1
and the estimate R}_(2At) in that case will equal

Ry, (2At)= % R;.(2At) (4.4)

Our analysis of literatures [22-28] and research have demonstrated that the following equalities
take place between R, (0), AR, (0) and R}, (0), AR} (0); R, (At), AR, (At) and Ry, (At),
AR (At); Ry, (2At), AR, (2At) and Ry, (2At), AR;, (2At), respectively:

RX&(O) ~ R:(a(o)
AR, (0) AR;(0)
RX&(At) ~ R:(a(At)
AR (At) " AR’ (A1)
Ry, (2At) Ry, (2At)
AR, (2at) " AR? (2At)

from which, using the formulas

0)= 2R OR.0)
Xe ~ T N
AR’ (0)
AR __(At)R; (At
R, (A1)~ gg(*) % (At) 45)
AR, (At)
AR __(2At)R: (2At
RXS(ZAt)z gg( *) Xa( )
AR, (2At)

the estimates R, (0), R,, (At), Ry, (2At), ... are determined.
Thus, as we can determine the estimates D, and R, (0), R,,(At), R, (2At),..., R},(0),

Xe
Ry, (At), Ry, (2At),..., it becomes possible to analyze the errors of the estimates of the correlation

functions and the results of formation of the robust correlation matrices. It also becomes possible,
depending on the presence or absence of a correlation between X (t) and &(iAt), to make a decision

on the appropriate choice of a technology for identifying the models of control objects [12,25,28]. It
should be noted that when R,.(0)>0, R, (At)~0, R,,(2At)~0 take place, the correlation matrix

is formed in the similar way as in the absence of a correlation between X (t) and &(iAt) . At the same
time, if a correlation is detected between X (t) and £(iAt) at time shifts At =At, u=2At,..., the
estimates R, (At), R, (2At) are determined, using expressions (4.5), and they are subtracted from
the estimates of the elements in the respective lines and columns of correlation matrices (3.4), (3.8).

13
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Since it is essential to ensure the robustness of the correlation matrices and adequacy of
identification of the dynamics model, we propose in the following paragraphs an alternative way to
correct the errors of the corresponding elements of the correlation matrices [28]. In this way, the
estimates D, R,.(0), Ry, (At), R,,(2At), etc. of the technological parameters g(iAt) are determined
by means of the expressions developed on the basis of expressions (3.10), (3.11).

To that end, let us consider the results of decomposing the right-hand side of expression (3.10)
in the presence of a correlation between X (t) and &(t).

—Z (iat)g(iat)—2g(iat)g((i +1)at)+g(iat)g((i + 2)At )]

N

[X (iAt)+ e(iat)[ X (iat)+ g(iAt)]—%Z 2[X (iAt) + (A X (i + 1)At)e((i +1)At)]+

i=1

Q

D Z|~ Z|+

= _Mz EMZ

[x (iat)+ e(A)[X (i + 2)At)+ &((i + 2)At)] = Ry (0)+ R, (0)+

) . (0)= 2R, (At)-2R,, (At)- 2R, (At)- 2R, (At)+
+ Rxx (2At)+ R, (2At)+ R, (2At)+R_ (2At). (4.6)

Considering that when R, (0) > 0,R,_(At)~ 0,R,(2At)~ 0 and the conditions of stationarity

and normalcy of distribution of the technological parameters of the objects under investigation hold,
the following equalities can be regarded as true

Ry (0)+ Ryy (2At)— 2R, (At) ~ 0
R, (2At)~0, R_(At)=0
R, (At)=0, R, (2At)~0, R, (At)=0, R, (2At)~0.
Therefore, in the right-hand side of formula (4.6) we get
R, (0)+R,,(0)+R,(0)~2R,,(0)+ D, ~D,.
This demonstrates that the estimate obtained from formula (4.6) actually is the estimate of the
variance D, of the sum noise.

Let us now consider the possibility of calculating the estimate R, (At) in the presence of a
correlation between X (t) and &(t) at « = At from the following expression:

R;g(y)z%i“[g(im) (i +1)t) _WZZ g(iAt g((i+2)At)]+%i[g(im)g((i+3)At)]z

i=1 i=1

< 23 [ (iat)+ A X ((-+Da0)+ o((-+Dat)]-

> 2[X (iat)+ g(iat)[X ((i + 2)At)+ &((i + 2)At)+]

le—\

p=4
N

e
N

DX (AL + (ALK (i +3)At) + &((i + 3)At)] ~ Ryy (At)+ Ry, (At)+

=z

1
N
+R, (At)+ R, (At)- 2R, (2At)- 2R, (2At) - 2R, (2At)— 2R (2At) +
+ R,y (3At)+ R, (3At)+ R, (3At)+ R_ (3At)
Considering that when the conditions of stationarity and normalcy of distribution law hold at
Ry, (At)>0,R,,(2At)~ 0,R,, (3At)~ 0, the following equalities can be regarded as true:

14
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Rix (A1) + Ry (3A8) ZRXX(ZAt) 0
R_(At)+ E( t)-2R_ (2At)~ 0
0, R,,(3At)~0, R, (2At)~0, R, (3At)~0

R, (1) = Ry, (At)+ Ry (A1)~ 2R, (1),
Therefore, the estimate R, (At) can be determined from the expression

1 "
Ry, (At)~ 5 R (80). (4.7)

we get

We can show that in the presence of a correlation between X(t) and &(t) at = 2At, the
estimate R, (2At) can be determined in the similar way, using the expression

Ry, (2At) ~ %i[ g(iat)g((i +2)at) -2 g(iat)g((i + 3)at)+ g(iat)g((i + 4)at)]  (4.8)
Ry, (2At) = 2R, (2At) (4.9)
R, (2At)~ % RY (2A%). (4.10)

In the presence of a correlation between X (t) and () at z = 3At, i = 4At, ...the formulas for
determining R, (x) can be similarly represented as follows:

R,,(3At)~ % Ry (3At),, (4.11)
R, (4At) ~ % R} (4At), etc. (4.12)

However, according to the experimental research, in that case the accuracy of the estimate
R, (x) changes depending on the duration of the time shift x between X (t) and &(t). For instance,

when R, (At)>0, R, (2At)>0, R, (3At)~0, the estimate R, (2At) has lesser error than
R, (At), because the error of the estimate R, (At) is affected by the correlation between X (t) and
e(t) at = 2At.

To eliminate this shortcoming, in the following paragraphs we propose generalized expressions
eliminating the impact of length of the distance of correlation between X (t) and &(t) on the errors

of the sought-for estimates R, ().
" l x - - - .
() =5 2 9GAOIG (G + i+ DAL) - g (i + )At) = 3g ([ + 1+ A+ DAY+
i=1

+20((i + g+ A)AD)+ g((i + 2+ A+ 2)At)], (4.13)
where A is the length of the distance of correlation between X (t) and &(t).
In that case, after the estimate R} () has been determined, we use the formula

R ()= 2 R () @.14)

to determine the sought-for estimate similar to expressions (4.7)-(4.12).
For instance, when R, (At)>0,R,, (2At)>0,R, (3At)>0,R,, (4At)~0, in determining the
estimate R, (zAt), we can consider that A =3.
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In that case, the expressions for determining R}_(At) and R, (At) will have the following
form:

Ry (At) = %EN; g(iAt)[g((i +1+1)At)— g((i +1)At)—3g((i + 1+ 3+1)At) + |
+2g((i+1+3)_At)+ g((i +1+3+2)At)]
R (A1) = R (A1)
It is natural that in determining the estimates of the relay cross-correlation functions

Ry, (0), Ry, (At), R}, (2At),..., errors related to the length of the correlation between X (t) and &(t)

also emerge. To eliminate them, it is also appropriate to use similar generalized expressions that can
be represented as follows:

Ri. (1) = %ZSQH g(AtIG((i + 4 +1)At)— g((i + £)At) =39 ((i + 1+ 2 +1)At) +

i=1
+29((i + g2+ 2)At)+ g((i + i+ A+ 2)At)]. (4.15)
Taking into account formulas (4.3), (4.4), we get:

*

1o
R ()= R () (4.16)
Therefore, expression (4.5) can also be represented as follows:

ARy, (0)R,(0)
Ry, (0)~ W

R (Af)~ AR, (At)R}, (At)
x AR, (At)

AR, (2At)R}, (2At)
Ry (28)~ ggAR* (ZZt) '

g9

&

(4.17)

It should be noted that the value A4 is determined on the basis of the estimate R} () , at which
R}, (1) = 0. It is easy to implement by alternatively determining the estimates R'Xg(,u) by means of
expression (4.15) at 1 =012,34,.... For instance, if R}, (3At) =0, then 1 =3.

The use of generalized expressions (4.13)-(4.17) makes it possible to correct the corresponding
elements of the correlation matrices by determining the estimates R,,(0),R,.(At), R, (2At),

R, (3At), etc. To that end, we first determine the presence or absence of a correlation between X (t)
and &(t) in the elements of the matrix from expression (4.15), using the estimate R} (z) . After that,
for the elements with a correlation, the estimates R, (x) are determined from expressions (4.13)-
(4.17) and they are corrected. For instance, in the presence of a correlation between X (t) and (t) in
the elements R ,(At), R, (2At), R (3At), ..., they are corrected by subtracting from them the

1 Mg
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corresponding estimates R, (At), R, (2At), R,,(3At), ... and the value D, in the columns and lines of

the correlation matrices, in which they are located. In the following paragraphs, we demonstrate for
clarity the correction procedure at R, (At)>0,R, (2At)~0, R, (3At)~0,...., according to which

the estimate R, (At)>0 is used to correct the second column of the first line and the second line of
the first column of matrices (3.4) and (3.12)

Ryo ()= Ry () =

R, (0)- D, = Ry, (0) Ry, (At)— Ry, (At) = Ry (A) ... Ry [(N -1)At]~ R, [(N -1)At]
Ry, (At)— Ry, (At) = R,y (At) R, (0)— D, ~ Ry, (0) o Ry [(N=2)At] = Ry, [(N —2)At]
) Ry, (N —l)At];.RXX [(N-2)at] R,[(N —2)At]'z“RXX [(N -2)at] Ry, (0)- D ~ R, (0) )
1 Ry, (At) =R, (At) = Ry (At) ... Ry [(N-1)At]~ Ry [(N —1)At]
R, (At)— R, (At) = Ry, (Al) 1 o Ry [(N=2)At]= Ry [(N —2)At]
R [N~ Ry N -8 R[N -2)at]< Ry [N 2] . 1

Fy (/1): Myx (,u)z

Ry (At)— Ry, (At) = Ry, (At) Ryo [(N —D)At]~ Ry [(N - 1)At]
1 > -, 5 -,
R,, (At)— Ry, (At)~ R,, (At) ) Ry, [(N = 2)At] = Ry, [(N - 2)At]
~ D, - D, D, - D,

Rgg [(N _:L)At]z RXX [(N _1)At] Rgg [(N - Z)At]z RXX [(N - Z)At]
Dg - DL_ Dg - DL‘

In this case, the result of formation of correlation matrices is regarded as valid only when the
estimates R, (u) at 4 =0,u=At, u=2At, u=3At... obtained from expressions (4.13)-(4.17)
match, i.e. adequacy of the obtained results is achieved by their duplication. Therefore, after such
correction, the obtained matrix can be considered equivalent to the matrix of the useful signals.

5. The robust technology for eliminating the errors of calculation of the estimates of
correlation functions. An analysis of the specifics of forming correlation matrices shows that during

determining the estimates Ry, («), Ry, (x), errors emerge in the calculations, which affect validity

1

of the robustness conditions [11, 12]. For instance, during calculating the estimate R, (0) all paired
products g(iAt) and g((i+ «)At) have the positive sign. Therefore, the errors of these products are
combined and the error of the calculation turns out to be maximum. However, as the time shift u
between g(iAt) and g((i+ «)At), as well as between g, (iAt) and g, ((i +«)At) increases, the

obtained estimates turn out to be equal to zero at some point. In this case, the sums of errors of the
products g(iAt)g((i + )At) with the positive and negative signs in the amount of N*, N~, from

which the sum error R (,u) forms, turn out equal and the equality N* = N~ takes place. As a result,

the positive and negative errors of the products practically balance each other out. Therefore, in
determining the estimates R, (), the calculation errors depend on the difference in the number of
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the paired products N™ — N~ with the positive and negative signs. That difference changes depending
on the change of the time shift x between them. Therefore, to ensure equalities (4.11), we also need

to eliminate the errors of calculating the estimates of elements of matrices (3.13), (4.1) and (4.9),
(4.10). This issue is considered in detail in [11, 20], and the following expressions are recommended
to compensate the error from the difference of the positive and negative products of the estimates of
the auto- and cross-correlation functions:

Ryg (1) = %Z g(iADg((i + #)At) = [N* (1) = N~ (1)) (Ay(0)) ;

i=1

Rg, (1) ~ %Z g(iA7((i + )AL — [N (1) = N~ (1) Ay (A1) .

i=1
In that case, the error from the difference of the product y(At) is determined from the expressions

[Ryg (A) = Ry, (A1) = y(AY)

Ry, (A) =Ry, (A)] = y(AY) |
where
(Ay(an) =[/n" (A)]y (A1)
Here, R, (At), R (At), R, (At), R; (at) are the estimates of the auto- and cross-correlation

functions of the centered and non-centered signals g(iAt), n(iAt), respectively; n™ is the number of
negative products that emerges from the difference of the number of the products g(iAt)g(i + x)At

or g(iAt) n(iAt) with the positive and negative signs, respectively, N* —N . It is obvious from
expressions (4.14), (4.15) that when expressions (4.12), (4.13) are applied, the errors that arise due to
the difference of the number of the paired products g(iAt)g((i + «)At) with the positive N* and
negative N~ signs compensate one another. Therefore, when expressions (4.12), (4.13) are applied,
the condition of robustness of the elements of correlation matrices [11,20,21] is ensured by

eliminating the effects of the error on the calculations.
To sum up, we present the procedure for eliminating the error of calculation of the estimates

Ryg (1)
1. The estimate R, (At) is determined from the expression

18 . :
Ryg (1) = ngo Ag((i + p)At)
2. The error of the estimate at the unit time shift @At =1At is determined:
W (AL) =|Ry, (A1) — Ry, (A1)

(Ay(AD) =[1/n" (AD)]y (At)
where n~ is the number of the negative products at zAt =1At due to the difference of N — N .
3. The error is determined:
wix ()= 0" (1) =~ ()} Ay (at)

4. The variance is determined:
N

D, = %Z(g(iAt)g(i At) + g(iAt)(g(i + 2)At)—2g(i At)(g(i +1)At))
i=1
5. Finally, the robust estimates are determined:
18
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(,u) _ Rgg (ﬂ)_ [‘/’)Féx (/U)Jr Dg] atu=0

RR
Ryg (10) =15 (1) at 1 # 0

g9

6. Conclusion.

1. Our analysis of challenges in solving problems of identification of the model of dynamics of
real-life industrial objects has demonstrated that when traditional methods of formation of the
correlation matrix are used, because of substantial errors of the estimates of its elements, the
conditions of robustness are violated from the effects of the noise in the technological parameters;
therefore, adequacy of the obtained results is not achieved in most cases.

2. There are many filtration methods that eliminate various errors caused by effects of the noise.
However, in real-life objects, noises of technological processes are caused by various faults during
operation and affect the signals in the form of noise. The range of their spectrum often overlaps the
spectrum of the useful signal. Moreover, their spectra are not strictly stable. For these reasons,
filtration does not always yield the desired result. Filtration even causes distortion of the spectrum of
the useful signal sometimes.

3. In many real-life industrial objects, the input and output technological parameters are usually
represented by such physical quantities as consumption, pressure, temperature, velocity, etc.
Therefore, in identifying mathematical models of dynamics, in forming the correlation matrices, we
encounter the need to apply the procedure of normalization of their elements. This leads to an
additional error, which also leads to the disruption of adequacy of the results. We propose methods
and technologies for eliminating that error, which can also be widely used in systems of control and
management of technological processes in various industries.

4. We propose two alternative robust generalized technologies that enable one to reduce the
correlation matrices of noisy technological processes to the matrices of their useful signals both in
the absence of a correlation between the useful signal and the noise and in the presence of such. The
validity of the result is achieved through comparing the obtained estimates of the elements of matrices
by both methods.
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UOT 519.216
T.9. Oliyev, N.F. Musayeva, U.E. Sattarova, N.E. Rzayeva

idarsetms obyektlorinin dinamikalarimn riyazi modellarinin robast korrelyasiya matrislarinin
formalasdirilmasinin nazari asaslari

Real istehsalat obyektlorinin dinamik modellarinin korrelyasiya matrislarinin tortib edilmasinda garsiya ¢ixan
catinliklor analiz olunmugdur. Kiiylonmis texnoloji parametrlorin matrislorinin onlarin faydal signallarinin matrisloring
gatirilmasinin alqoritmlori toklif edilmisdir. Alinan naticalorin adekvatligini tomin etmak iiciin real kasilmaz texnoloji
proseslorin xiisusiyyatlori Nazara alinmug va toklif olunan texnologiyalarin faydali signalla kiiy arasinda ham korrelyasiya
olan hal ti¢tin, ham da korrelyasiya olmayan hal iigiin effektivliyi gostorilmisdir.

Acar sozlor: stoxastik proses, identifikasiya, texnoloji parametr, kily, kitylonmis signal, korrelyasiya
funksiyasi, korrelyasiya matrislori, normallagmis qiymatlor, dinamika modellari
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YK 519.216
T.A. AnueB, H.®. MycaeBa, ¥.J. CarrapoBa, H.J. P3aeBa

Teopernuyeckue 0CHOBbI (P OPMHUPOBAHMS POOACTHBIX KOPPEJSIIUOHHBIX MATPHL MaTeMaTHYeCKHUX Mojeei
JUHAMMKH 00BbEKTOB YNIPABJICHUS

Ananuzuposanvt mpyOoHocmu hopMuposanusi KOpPersyYUOHHbIX MAMPUY Npu pewerul 3a0ay uoeHmudurayuu
MAMPUUHBIX MOOeNell OUHAMUKU PEeabHbIX NPOU3B0OCMBEHHbIX 00bekmog. IIpednodcenvl 0600ujeHHble aneopummel,
no3eonaowue cecmu Imu Mampuybl K Mampuyam aHai02udHbiM MAmpuyam noaesHulx cuzHanos. Ilpu smom yumenul
cneyugpuKY peanbHbIX 3aUyMIeHHbIX MEeXHON0SUYeCKUX Napamempos U NOKA3aHA 803MONCHOCIb NPUMEHEHUs OAHHbIX
aneopummos Kax O CAyuas, Ko20a Mexcoy Noe3HbILM CUSHALIOM U NOMEeXOll Hem KOppenayuu, max u 0 cayuds, Ko2od
KOppenayus mMexcoy HUMU npucymcmeyemn.

KiroueBble cj10Ba: cTOXaCTHYECKUN TPOLIECC, HACHTH(PHUKANINS, TEXHOJIOTHICCKHI TTapaMeTp, ToMexa,
3aITyMJICHHBIN CHTHAJI, KOPPEIIIHOHHAs () YHKIHS, KOPPEIAIHOHHBIE MAaTPHUIIEI, HOPMUPOBAaHHBIC OIICHKH, MOICITH
JTUHAMUKA
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