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1. Introduction

It is known that noisy signals received from sensors in systems of monitoring, control,
management, diagnostics, etc. are random processes. To date, methods are known for determining
the estimates of mathematical expectation, variance and correlation function of an ergodic random
process [1, 2]. In addition, for an ergodic random process, probability density estimates are obtained.
To this end, the method of the relative residence time of the implementation of the signal above a
given level and the method of discrete samples are used. The obtained measurement results are
graphically presented in the form of a histogram [1, 2].

In systems of monitoring, control, management, diagnostics, etc., these methods allow
estimating the probability density of a signal coming from a sensor installed in the most informative
points of the object under investigation. At the same time, it was shown in [3-13] that at the early
stage of the appearance of various faults of equipment, devices, structures, engine, mechanism, motor,
etc., as a result of, for instance, wear, corrosion, cracks, breakages, etc., the additive noise E(t) is

superimposed on the useful signal X (t): G(t)= X (t)+E(t). In this case, using the existing methods
for analyzing measurement information, one can estimate the mathematical expectation, variance,

*Corresponding author.
E-mail addresses: director@cyber.az (T.A. Aliev), musanaila@gmail.com (N.F. Musaeva), metanet_suli@yahoo.com
(M.T. Suleymanova)

www.icp.az/2019/2-01.pdf
2664-2085/ © 2019 Institute of Control Systems of ANAS. All rights reserved.

3


mailto:director@cyber.az
mailto:musanaila@gmail.com
mailto:metanet_suli@yahoo.com

T.A. Aliev et al. / Informatics and Control Problems 39 Issue 2 (2019)

correlation function, probability density of the noisy signal G(t).

It was noted in [14-17] that for oil and gas production facilities, deep-sea offshore platforms,
drilling rigs, etc., detecting the early stage of fault formation and determining the dynamics of its
development requires calculating the above characteristics for the noise E(t) of the noisy signal G(t)

. However, the characteristics of the noise E(t) are not directly measurable, since the samples of the
noise cannot be extracted from the samples of the noisy signal G(t). Considering that only the
parameters of the noisy signal G(t) can be measured, methods were developed in [3-13] for

calculating estimates of the noise characteristics using realizations of G(t).

For instance, in [3], algorithms are proposed for determining the robust estimates of the
correlation functions of random noisy signals as a result of calculating the estimates of the noise
characteristics and eliminating their effects on the estimates of the useful signal. In [4], algorithms
are proposed for determining the estimates of the spectral characteristics of the noise of noisy signals
and technologies for replacing the samples of the noise that are not measurable with their approximate
equivalent values. In [5-13], algorithms are proposed for calculating the estimates of the distribution
density of the noise of noisy signals.

In this paper, we propose algorithms and technologies for determining the confidence interval
of the estimates of the distribution density of the noise E(t) in the general population and by a sample

of the noisy signal G(t), also demonstrating the possibility of using these algorithms to identify a
fault and the dynamics of its development at an early stage of initiation in specific technical objects.

2. Problem statement

Let us analyze a noisy digital signal G(t) consisting of the useful signal X (t) and the additive
noise E(t): G(t)=X(t)+E(t), which comes from a sensor located in the coverage area of factors
affecting the object. In this case, the appearance of the noise E(t) is due to the presence of a technical
fault, defects, malfunctions. The signals X (t), E(t), G(t) are random stationary ergodic processes,
and the noise E(t) is impossible to extract from G(t). For the noisy signal G(t), we can determine
the estimates of the mathematical expectation m; , the variance Dg, the mean square deviation o,
the correlation function R ;(z) [18, 19]:

Mg =%ie(im),

i=1
N

:%Z [G(at)-m. [, o5 =+/Ds .

i=1

ME N ZN:G (iat)G((i + w)At), (1)

where At is the sampling interval, =0, At, 2At, ... is the time shift.

In this case, the useful signal X(t) reflects the current state of the process under investigation.
A priori it is known that in the system of monitoring, control, diagnostics, forecasting, management,
identification, etc. the noise emerged as a result of, for instance, wear, corrosion, cracks, breakdowns,
damage, failure of units, engines, mechanisms, destruction of building structures, etc., has the normal
distribution N(g;m;, o) and zero mean m_ =0 in the general population [14-17]. In addition, at the
time of the defect initiation, the correlation time of the noise E(t) is much shorter than the correlation

time of the useful signal X (t).
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Since the stationary random noise E(t) is ergodic, its mathematical expectation m, and the
mean square deviation o, have the same value for any of the random signals in the population.
Therefore, we represent the density function of the normal distribution of the noise
N(&;m;, o, )=N(g) as follows:

N(e)= = j%e 20f )

From formula (2), it is obvious that by the type and dynamics of changes in the estimates of the
distribution density N(g) of the noise E(t), we can assess the changes in the technical condition of
the object under investigation. This is due to the fact that different values of the mean square deviation
of the noise correspond to different degrees of malfunction. Besides, despite the fact that in the general
population the noise has zero mean m, =0, in the sample this value fluctuates within a certain
confidence interval depending on the nature and degree of development of the malfunction.
Therefore, different types of the N(g) curve with different maximum values and the coordinates of

the inflection points will correspond to different degrees of malfunction. This property of the noise
distribution curve allows us to use it to assess the technical condition of an object

For this reason, in the following paragraphs, we propose algorithms for determining the
confidence interval for the mathematical expectation and the estimates of the distribution density
N(g) of the noise E(t) in the general population and by a sample of the noisy signal G(t).

3. Algorithms for determining the confidence interval.

3.1. Algorithms for determining the lower limit of the confidence interval.
It is known that the normal distribution N(g) of the noise E(t) of the noisy signal G(t) is

characterized by two parameters: the mathematical expectation m; and the mean square deviation
o =+/D; . Since in the general population the noise E(t) is distributed according to the normal law
with the zero mean m_ =0, the problem comes down to determining only the estimate of the

parameter o . For this purpose, we first calculate the variance D, of the noise. We shall use
expression (1):

N °

:%z( iAt)+ E(i At)j(x(( )+ (i + y)m)j

i=1
° N
X (iat)= X (iat)—m, , m, %ZX iAt) is the mathematical expectation of X (t).

Considering that the signal X (t) and the noise E(t) are not correlated, i.e.

_zx iADE(( + 2)At) =0, WZE(iAt))Z((i+y)At)=O,

i=1
we can write the followmg [3-13]:

Rse (/U) =Ryx (T) + Ry (,U)’ 3

X (iat) X (i + 1)At) is the correlation function of X (t),

Mz

where Ry, ()=

R ()= 1 ZE

In practlce, in such low-frequency slow-flowing technological processes as oil refining,

I
LN

1
N 4
(iAt)E

((i + 2)At) is the correlation function of the noise E(t).
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petrochemistry, when = At is much smaller than the observation time T, the noise E(t) forms

from high-frequency spectra as a result of such malfunctions as wear, corrosion, carbon deposition,
etc. and has a higher spectrum than the useful component X (t). The value of the useful component

does not have enough time to change during At, and X (t + At) coincides with the value of X(t), i.e.
X (t+At) = X (t). 4
RXX (At)

XX

Then, for the indicated objects, if condition (4) is fulfilled, the relation equals unit, i.e.

[19]:
Rux (At) = Ryx 0). ®)
At the same time, due to the fact that for a Gaussian random noise, the sampling interval Atis
selected based on the end correlation time 4, of the noise, then R, (x) can be represented as
follows [20]:
_ (Rgp(0) whenpu =0
Rep (k) = {O when u > At (6)
Therefore, if, using formula (1), we calculate the estimates of the correlation function Ree(ﬂ)
of the noisy signal at 4=0 and a sufficiently small time interval u_,, =At compared to the
observation time T and find the difference between these estimates, we get:
Ree (0)' Rse (At): Rxx (0)+ REE (0)' Rxx (At)' REE (At)' ()
Taking into account conditions (5)-(6), formulas (3), (7), and the face that the estimates of the
autocorrelation functions of the useful signal X (t) and the noise E(t), respectively, at the zero time

shift z2=0 are the variances of the useful signal and the noise, respectively: Ry, (0)=D,, R..(0)=
D;, we get:
D;= RGG(:u = 0)' RGG(/J = At) - (8)
In earlier works, a formula was developed for calculating the noise variance for a more general
case, when the sampling interval At is selected based on the frequency band of the spectrum of the
noise E(t), i.e. At=1/(2f,), where f, is the cutoff frequency, Hz [5-7]:
D= RGG(/U = O)'Z RGG(IU = At)"' RGG(Iu = ZAt)- (9)
Taking into account (2), (8), (9), digital algorithms are proposed for determining the
N
distribution density N*() of the normal noise m, =%ZG(iAt), the maximum N_ (0) and the

i=1

inflection points with coordinates | m, —o*é;*; and | m; +oy; or given that in the
op~N 27

1
op~ 278

) 1 1
eneral population m_=0, | —o..;—— | and | 0., —— |:
Jenerat pop : ( EG;J%J (Eagm]

1) The mean-square deviation of the noise E(t) of the noisy signal G(t) is calculated from the
expression:
o :\/Egz{\/RGG (L =0) — Ry (u = At) for the special cases. (10)
\/RGG (u=0) —2R;;(u = At) + Rge(u = 24t) for the general case
2) Given that in the general population m_ =0and for a normally distributed random signal,
the deviation from the mathematical expectation in absolute value does not exceed the triple mean
square deviation, discrete values of the distribution density N*(&) of the noise E(t) are calculated in

6
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the interval +3o;, i.e. at — 30} <E(t)<+30;:
— the values of E(t) are calculated: &,,, =—307; &
—with a certain step A¢ the sequence of possible values of E(t) is set: £(1)=¢&,,,, &(i+1)=&(i)+Ae

=+30y,;

~ “min?

s -oes Emy » TOr which the condition ¢(i —1)<e&(i) is fulfilled;
— the distribution density is calculated in the points &,,, = &(1), £(2), ..., £y :
1
N*(s)= e 2 11
(¢) oy (11)
or taking into account the condition m; =0, we get:
* 1 72(2—".)2
N(e)= e 12
(£) N (12)

3) The maximum of the density of the normal distribution N, (&) of the noise is determined,
which is located in the point m, =0:

i (0)=— ==

max

( . for the special case
Jzn'(RGG(O)_RGG(At))
- 1 (13)
for the general case
kJZT['(RGG(H=0)_ZRGG(.U=At)+RGG(.U=ZAt))
. . . 1 1 .
4) The inflection points | —o,;———=— | and | o,;———— | are determined:
) P - 0';\/2728] { - O';\/27ZE]
— for the first and second points along the abscissa:
—\/(RGG (0) — Rgg (At)) for the special case
AE1" = (14)
k—\/(RGG (u=10)—2R;;(u =A4t) + Rge(u = ZAt)) for the general case
\/(RGG (0) — Rgq (At)) for the special case
AE2" = (15)
k\/(RGG (u=0)—2Rz;(u=A4t) + Rge(u = ZAt)) for the general case
— for the first and second points along the ordinate:
( . for the special case
JZ(RGG(O)—RGG(At))ne
OE* = ) (16)

for the general case
[2(Rec(u=0)-2Req(u=aty+Roo(u=240)me

However, it is known that the confidence interval of the estimates of the mathematical
expectation of the noise in a sample with the known mean squarre deviation o, is calculated from
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the expression [21]: Z, &j, where z is the the critical value of the

( 2, T, 2, O
distribution, which can be found by setting a certain confidence probability p=1—a =®(z); ®(z)
is the Laplace function. To build an interval with a 95% confidence level, iy must select o = 0,05.
For instance, for the probability p=0.95 we have z,,.=1.65; N is the sample size.

Then, taking into account expressions (8), (9), we can calculate the confidence interval for
mathematical expectation m; of the noise in the sample:

m; -2, \/i<mE_m +2, GTIEI'
Since m; =0 and the mathematical expectation of the sample cannot be a negative number, we

*

\/_

Then estimates of the distribution density at the lower limit of the confidence interval with the
mathematical expectation m, =0 will be calculated from expressions (12)-(16).
3.2. Algorithms for determining the upper limit of the confidence interval.

get 0<m; <z,

*

At the upper limit of the confidence interval with the mathematical expectation m;, =z, - e

"IN

, formula for calculating the noise distribution density (11) takes the form:

-]
Ni(e)=— jze doif (17)

where the estimates of the distribution density of the noise should be calculated in the interval:

O * O, *
e. =7 -—— 30, 6. =1 -—=+3
min p \/W E max p \/W E

In this case, the maximum of the density of the normal distribution N, () of the noise is

determined, which is located in the point m;=z - Ie

JN

} ) ] 1 1 :
However, the inflection points | m’ —o.;————| and | m. + o..;——— | are determined
i ( EG;J%J ( EG;J%J

from the expression:

zZ, - o —oy; L and | z -O-—;+O'*';
"IN Vo2 "IN Vo2 )
It follows from this expression that the coordinates for the first and second inflection points

along the abscissa vary depending on the nature and degree of the defect, while the coordinates of the
first and second inflection points along the ordinate remain unchanged.

4. Algorithms for using the confidence interval of the estimates of the distribution density of
the noise for early detection of malfunctions of industrial facilities and monitoring the dynamics
of their development

To detect the appearance of defects at an early stage, it is necessary to create a databank
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consisting of the estimates of the characteristics of the noise obtained at differenttimes t,, i =1,2,3,...
. The following algorithm is proposed for processing this data..
1. At the instant t,, the values of the noise characteristics D; , o, Njj(g), N (Mg), AL

, A2y, Oy are calculated from expressions (8)-(17). If all these values are equal to some steady-state
value corresponding to an operable value Dy =D

Noonse(Mg), Aly= AL, A2, = A2, ., 050, this means that there are no malfunctions in the

const?
technical condition of the facility. These values are entered into the databank of informative operable
attributes S, .

const? o-;u ~Oconst Nt*l (8) ~ Nconst(‘c") ) N:l,rmx (m;) ~

2. Then at the instant t,, the values of the similar noise characteristics D; , o, Nj,(¢),
N mx (M:), AEL,, AE2,, OE/, are calculated and entered into the databank of informative
attributes S, .

The analysis of the noise estimates obtained at the instants t, and t,is carried out and
conclusions are drawn. If Dy =Dg , op =0, Nj(&) =N5(8), N (ME) =NG e (ME) . AEL
=AELl,, AE2,=AE2,,, OE;=O0E,, then no malfunction is observed. Then the state of the
production facility is considered stably operable. If Dy #D; , o #0: , Ni(s)#N/(e),
N (M) N5 e (ME) . AEL #AEL,, AE2; # AE2;,, OE,; #OE/,, there is a malfunction. Then
a correspondence is established between the values of the noise characteristics and the type of defect
for the vector of informative attributes S,,.

3. Then the noise characteristics Dy _, o, Nj(), Ny (Mp), AEL,, AE2;,, OE; are
calculated at the instant t,; the obtained values are also entered into the databank of informative
attributes S,. If Dy >D; , op >op , it means that the malfunction is in the process of
development. Then preventive maintenance should be carried out in the normal operation mode.

If D; >>D; , oy >>o; , it means that damage is developing rapidly. Then, in the vector of

informative attributes, these values of the noise characteristics are associated with the state of “rapidly
developing degree of defect”. In this case, it is necessary to stop the operation of the equipment in
order to avoid an accident.

4. Then the noise characteristics are calculated at the instants t,, t., ..., t,, the databank of
informative attributes S,,, S, ..., S, is compiled for each instant; for each of these vectors, a

correspondence is established between the values of the noise characteristics and the degree of
development of this type of defect. A matrix of informative attributes of the dynamics of the
development of this type of malfunction of a technical object is built:

Dg,l GEM Ny(e) N t*l, (M) AEL;  AE2; OE;
D;IZ O-Etz N, (&) Nt*z,rrax (mg) AEL, AE2, OE,
S = DEG O'Em N (€) Nt*3,max (mg) AEL, AE2; OE, (18)

Di, or, Na(&) Nom(Mg) AEL, AE2, OE,

tn
5. The state vector is built:

S= {Stl Sz - Stn}' (19)
6. To each of the informative attributes, the degree of damage development is assigned.:

9
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(St1 no damage )
Stz minor damage appeared
St3 major damage appeare
S =4S damage is developing with minor intensity
St4 damage is developing with great intensity

'

(20)

k.S.;n damage is severe, d.;e'veloping rapidly  J
7. A table of actions to be carried out in each individual case is compiled:

Table 1
Technical condition of the facility and relevant actions

State Degree of damage Required action
No damage Continue operation

Minor damage appeared Conduct preventive maintenance

Damage is developing with minor intensity | Conduct repairs in the process of normal
t4 operation

Damage is developing with great intensity Stop operation and conduct repairs

S
S
S Major damage appeared Conduct repairs
S
S

S Damage is severe, developing rapidly Stop operation, call the emergency crew and
tn conduct repairs

8. Similar matrices of informative attributes of the dynamics of the development of
malfunctions of technical objects are built for other types of defects. This allows detecting the
moment of emergence of the defect and conduct early monitoring of accidents.

5. Using the confidence interval of the distribution density of the noise for early monitoring of
compressor station malfunction.

In the following paragraphs, we shall demonstrate the possibility of using the confidence
interval of the distribution density of the noise to determine the early stage of the initiation of a
compressor station malfunction and the intensity of its development.

At present, at oilfields, oil and gas pipelines, and oil refineries, compressor stations are widely
used to provide the transfer of oil and gas. After a certain period of normal operation of compressor
stations, the period of latent transition to an emergency state begings.

The majority of failures of oil and gas pumping units occur in the mechanical part and the
lubrication system and are caused by malfunctions of mounting groups, gearboxes, couplings, pumps.
For instant, a typical bearing damage is the appearance of scratches, rubbings, cracks, melting, etc.
on the surface. Failures of gears occur as a result of surface layer fatigue, which leads to local surface
damage or peeling of individual particles of material. Damage to gear wheels is seizing, plastic
deformation, peeling. Damage of gear couplings is abrasive wear, dents and ridges on working
surfaces, tooth breakage.

Therefore, the task of monitoring the technical condition of a compressor station comes down
to providing a reliable indication of the beginning of the time of occurrence of one of these defects.

Currently, monitoring and control systems cannot ensure registration of the beginning of the
latent period of the transition of the facility into an emergency state. This is one of the drawbacks of
compressor station control systems. In the following paragraphs, we consider the possibility of
determining the early latent period of the onset of a fault and the degree of its development at a
compressor station as a result of calculating the confidence intervals of the mathematical expectation

10
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and the distribution density of the noise of noisy signals coming from vibration sensors mounted on
the electric motor, on the first and second gearboxes, on low and high pressure cylinders, mounting
groups.

The following algorithm of early monitoring is proposed. The noise matrix S, of informative
attributes is built (18) and the state vector S is created (19), (20). If at some instant in time the value

of one of the estimates D;, o, N"(¢), N, (m;), AL, A2", O" differs from the reference values

D Neonst(€) Negnee(Me) s Al A20060 O it means that a defect has occurred and a

correspondence is established between the values of the noise characteristics and the type of defect.
At the same time, the corresponding element is selected in the state vector S and the type and severity
of the damage is noted. Types of defect are recorded in coded form:

1 — scratches on the bearing surface;

2 — rubbing on the bearing surface;

3 — cracks on the bearing surface, etc.;

4 — damage on the surface of gears;

5 — seizing of gear wheels;

6 — plastic deformation of the gears;

7 — gears peeling;

8 — abrasive wear of gear couplings;

9 — dents and ridges on the working surfaces of gear couplings;

10 — breakage of the teeth of gear couplings, etc.

After determining the type and degree of compressor station malfunction, the monitoring
system generates information on the actions that need to be taken in each specific case: 1 — repair is
not required; 2 — regular maintenance is required; 3 — major repairs are required; 4 — the damaged
part must be replaced; 5 — the operation of the unit must stop, etc.

O,

const? const? const?

6. Conclusions

The application of the developed algorithms for determining the confidence interval of the
estimates the distribution density of the noise in monitoring and control systems allows calculating
the minimum and maximum threshold values, beyond which we can draw a conclusion about the
occurrence of a fault and determine the intensity of its development at an early stage. When the system
operates in noise control mode during operation of a unit, a state vector, the elements of which
correspond to various faults of the object under investigation in the latent period of fault initiation, is
built using combinations of confidence intervals of the estimates the distribution density of the noise
of all analyzed signals. This allows assessing the technical condition of the facility as a whole and
conduct early monitoring of accidents [14-22].

The possibility of practical application of the developed algorithms is considered on the
example of identifying the latent period of defect initiation and determining the dynamics of its
development at a compressor station.
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