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With the rapid advancement of technology and the widespread adoption 

of online services, ensuring the security of individuals and organizations 

within the digital environment has become a paramount concern. In this 

regard, the analysis of network traffic for the detection of cyberattacks 

represents a critical area of research within the domain of information 

security. This study investigates the efficacy of feature selection using 

Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and 

Artificial Bee Colony (ABC) algorithms applied to network traffic data. 

The analysis focuses on binary classification, categorizing data as either 

“attack” or “normal” without providing granular details on specific 

attack types. Feature selection was performed on the USB_IDS_1 and 

CSE-CIC-IDS2018 datasets, with the k – Nearest Neighbor (k-NN) 

algorithm employed during the classification phase. Model performance 

was assessed using the F1-score metric. The experimental findings 

indicate that GA and PSO achieved favorable outcomes in feature 

selection. 
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1. Introduction 

 

With the rapid advancement of technology, access to information has become significantly 

easier, and many processes can now be executed rapidly. However, this progress has also led to a 

significant increase in malicious use and cyberattacks. Cyber threats are becoming more complex and 

diverse, targeting both individuals and organizations across various domains. Therefore, ensuring the 

security of systems has become critically important. One of the widely used tools to enhance 

information security is Intrusion Detection Systems (IDS). IDS primarily consists of devices or 

software designed to detect malicious attacks targeting systems [1]. In recent years, artificial 

intelligence-based methods are extensively employed in the development and efficient operation of 

IDS, with a significant amount of literature focused on this field [2-6]. 

In IDS systems that utilize machine learning algorithms, datasets are often high-dimensional 

and include a large number of features. Machine learning, as a branch of artificial intelligence, enables 

models to learn patterns from datasets and make predictions about future scenarios. The performance 

of these approaches is directly influenced by the structure and characteristics of the dataset. 

Specifically, the presence of irrelevant or redundant features can divert the model’s focus to 

unnecessary details, adversely affecting its performance. Therefore, the feature selection process 
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plays an important role in enhancing the performance of machine learning-based studies while also 

simplifying the analysis process. Feature selection generally refers to the identification of the most 

meaningful and impactful features within a dataset. The importance and advantages of this method 

can be summarized as follows: 

 Irrelevant or unrelated features can complicate the learning process, reduce overall 

performance, and lead to overfitting by focusing on unnecessary details. 

 Training models with fewer features optimizes time and resource utilization. 

 Using fewer but more meaningful features facilitates easier interpretation of results. 

Feature selection can be performed using manual or automated approaches. Manual feature 

selection involves identifying significant features based on expert knowledge, which can be time-

consuming and heavily rely on human expertise. Automated methods, on the other hand, employ 

statistical computations or algorithms and are typically categorized into filtering, wrapper, and 

embedded methods. Additionally, optimization-based feature selection methods are frequently 

preferred in the literature, with numerous studies conducted on different IDS datasets [7-13].  

In this study, feature selection was conducted on the USB_IDS_1 [14] and CSE-CIC-IDS2018 

[15] datasets using GA, PSO and ABC. These techniques were followed by classification tasks to 

assess their effectiveness in improving model performance. The focus on these feature selection 

methods reflects their popularity and utility in optimizing the feature space for classification tasks in 

cybersecurity datasets. 

Several previous studies have explored similar approaches on related datasets. For instance, 

Farhan et al. conducted an analysis of the CSE-CIC-IDS2018 dataset, applying a Binary Particle 

Swarm Optimization (BPSO) approach in combination with Deep Neural Networks (DNN) [16]. 

Their work highlighted the synergy between evolutionary feature selection methods and deep learning 

models. 

Similarly, Alzughaibi and colleagues proposed a methodology integrating PSO with Multi-

Layer Perceptrons (MLP), displaying its effectiveness in handling complex classification problems 

[17]. 

Alzubi and colleagues extended the exploration of optimization-based feature selection by 

evaluating methods such as Grey Wolf Optimization (GWO), Bat Algorithm (BA), and Pigeon-

Inspired Optimization (PIO). These methods were applied alongside classical models like decision 

trees, bayesian networks, and logistic regression, demonstrating the versatility of metaheuristic 

algorithms in diverse classification contexts [18].  

Furthermore, Srivastava and Sinha conducted a noteworthy study where PSO was used for 

feature selection, while genetic algorithms were employed to optimize model parameters, thereby 

combining two powerful optimization paradigms for improved outcomes [19]. 

Specific to the USB_IDS_1 dataset, Veysel and researchers have investigated the application 

of traditional algorithms such as Decision Trees, Random Forest, k-NN, Naive Bayes, and Artificial 

Neural Networks, employing GA to optimize performance in a multi-class classification framework 

[1]. These efforts emphasize the importance of feature selection in enhancing the predictive 

capabilities of machine learning models. 

While studies combining GA, PSO or ABC with machine learning classifiers do exist, to the 

best of our knowledge, there are no studies applying GA and ABC as a feature selection method on 

the CSE-CIC-IDS2018 dataset. Additionally, no prior work has examined feature selection on the 

USB_IDS_1 dataset using binary classification. In the present study, the performances of GA 

combined with k-NN, PSO combined with k-NN and ABC combined with k-NN were analyzed to 

evaluate their effectiveness in a binary classification framework. Both the USB_IDS_1 and CSE-

CIC-IDS2018 datasets were used, with the binary classification approach focusing on distinguishing 

between "attack" and "non-attack" instances. This approach builds upon prior research while 

emphasizing the importance of feature selection in improving the accuracy and efficiency of intrusion 

detection systems. 
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2. Material and methods 

 

Dataset 

In this study, two renowned datasets were employed to evaluate the proposed methodology: the 

USB_IDS_1 dataset and the CSE-CIC-IDS2018 dataset.  

The USB_IDS_1 dataset contains 83 features and 16 classes, as documented in [14], and 

provides a detailed representation of various network activities. The class labels are grouped to 

represent the defense module as follows: "Hulk-NoDefense, Hulk-Reqtimeout, Hulk-Evasive, Hulk-

Security2, TCPFlood-NoDefense, TCPFlood-Reqtimeout, TCPFlood-Evasive, TCPFlood-Security2, 

Slowhttptest-NoDefense, Slowhttptest-Reqtimeout, Slowhttptest-Evasive, Slowhttptest-Security2, 

Slowloris-NoDefense, Slowloris-Reqtimeout, Slowloris-Evasive, Slowloris-Security2". 

Similarly, the CSE-CIC-IDS2018 dataset, developed by the Canadian Cybersecurity Institute 

and detailed in [15], comprises 80 features. The dataset includes various types of attacks such as 

brute-force attacks (SSH, FTP), web attacks (SQL injection, XSS), denial of service (DoS, DDoS), 

botnet activities, and the Heartbleed vulnerability. This dataset is widely recognized in the 

cybersecurity community for its comprehensive representation of modern network traffic and attack 

scenarios. Both datasets encompass records representing a diverse range of attack types, allowing for 

a robust evaluation of intrusion detection systems.  

Despite the richness of the datasets and their potential for multi-class classification, this study 

focused on a binary classification approach. In this framework, each instance in the datasets was 

categorized as either "attack" or "non-attack". Subsequently, data preprocessing was applied to 

address the imperfections in the dataset, ensuring that the data was cleaned, transformed, and prepared 

for analysis. 

GA, PSO and ABC  

Inspired by nature and rooted in the principles of biological evolution, GAs hold a significant 

position among optimization and problem-solving methodologies. This approach, characterized by 

its relatively straightforward implementation, models biological mechanisms such as natural 

selection, crossover, and mutation. Genetic algorithms have a broad range of applications, spanning 

fields from engineering and biology to artificial intelligence and economics. 

The basic steps of GA, introduced by John H. Holland [20], can be summarized as follows: 

 Depending on the problem, a population of candidate solutions is randomly created. 

 The fitness of each individual in the population is calculated. 

 New individuals are generated through selection, crossover, and mutation processes. 

 The new population is evaluated. 

 These steps are repeated until a predefined termination criterion is met. 

 Particle swarm optimization, developed by James Kennedy and Russell Eberhart in 1995 [21], 

is an optimization algorithm inspired by the collective behavior of natural swarms, such as bird flocks 

or shoals of fish. PSO employs a population-based approach to solve optimization problems and can 

be applied to both continuous and discrete problems.  

The fundamental steps of the PSO algorithm are as follows: 

 An initial population (swarm) is randomly generated. 

 The fitness of each particle is evaluated by using a fitness function. 

 The personal best (pbest) and global best (gbest) values are updated. Here, pbest refers to the 

best solution found by a particle until then, while gbest represents the best solution identified by the 

entire swarm. 

 The velocity of each particle is updated. The position of each particle is adjusted based on its 

updated velocity. 
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 The process iterates until a termination condition is met, at which point gbest gives the best 

solution found by the swarm. 

The ABC algorithm, a biological optimization method inspired by the foraging behavior of 

honey bees, was developed by Karaboga in 2005 [22]. The colony consists of three groups: employed 

bees, onlooker bees, and scout bees: 

 Employed bees explore specific food sources (solutions) and share the information they gather 

with onlooker bees. 

 Onlooker bees evaluate this information and decide which solution to explore based on its 

quality. 

 If a food source (solution) cannot be improved within a certain time, scout bees abandon it 

and search for new solutions randomly. 

Its simplicity, adaptability, and low parameter requirements make the algorithm suitable for 

various optimization problems, such as feature selection [23], function optimization, and data 

clustering. 

 

3. Experimental results 

 

This section presents the experimental results obtained to evaluate the effectiveness of the 

proposed approaches when applied to two distinct datasets. The performance evaluation was 

conducted using a range of standard metrics, including accuracy, precision, recall, and the F1-score.  

Among these, the F1-score was emphasized as the primary objective function for assessing model 

performance due to its ability to provide a balanced measure of a model's precision and recall. The 

mathematical definitions of the evaluation metrics employed in this study—accuracy, precision, 

recall, and F1-score—are detailed in Equations (1), (2), (3), and (4), respectively. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                            (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                               (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+ 𝐹𝑁
                                (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                               (4) 

In Equations (1), (2), and (3), TP (True Positive), FP (False Positive), TN (True Negative), and FN 

(False Negative) denote the counts of respective classification outcomes. A TP represents instances 

correctly identified as belonging to the positive class, such as accurately detecting an attack in a 

cybersecurity system. FP, on the other hand, occur when instances are incorrectly classified as 

positive, such as mistakenly identifying normal behavior as an attack. TN refer to instances correctly 

identified as belonging to the negative class, such as accurately recognizing normal behavior as non-

attack. Finally, FN occur when the model fails to identify positive instances and classifies them as 

negative, such as missing an actual attack.  

The parameter values for the GA, PSO, ABC and k-NN algorithms were carefully configured to 

ensure optimal performance during the experimental studies. The selection of parameters was based 

on preliminary experimental results conducted during the development phase of the study. For greater 

clarity and readability of the study, the preliminary experimental results have not been included. 

Instead, only the parameter values obtained under the most optimal conditions during this process 

have been presented. These parameter settings are as follows: 

 For GA, PSO and ABC the number of iterations was set to 20, and the population size was 

fixed at 50. 

 In GA, the mutation rate was configured as 0.1, and single-point crossover was employed. 
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 For PSO, the inertia weight (w) was set to 0.7, while the cognitive and social coefficients (c1 

and c2) were both set to 1.5. 

 In k-NN, the Euclidean distance metric was used. During feature selection, the value of k was 

set to 50, while for classification, it was set to 100. 

 Each experiment was conducted five times independently to ensure robustness and reliability 

of the results. 

Table 1 provides a detailed presentation of the experimental results. The abbreviations used in the 

table are defined as follows: Algorithm is abbreviated as “Alg.”; Features as “Fea.”; Accuracy as 

“Acc.”; Precision as “Pre.”; and Recall as “Rec.”.   

Upon examining Table 1, it is evident that the USB_IDS_1 dataset achieved the highest performance 

(0.98) using the PSO algorithm with 9 selected features. Similarly, the GA algorithm demonstrated 

comparable performance on the same dataset with 7 features. The ABC algorithm, achieving a 

success of 0.98 and selecting the 18 features, demonstrated relatively lower performance in 

comparison to the GA and PSO algorithms.  

For the CIC-IDS2018 dataset, the PSO algorithm generally delivered consistent results with a larger 

number of features; however, a noticeable decline in metric values (0.94) was observed when only 4 

features were used. On the other hand, the GA algorithm achieved its highest success (0.98) on this 

dataset with just 5 features. The ABC algorithm, while producing consistent results in terms of the 

number of selected features, was able to select a minimum of 18 features, as seen with the 

USB_IDS_1 dataset. However, although its performance is notable, it falls behind other algorithms 

with a success rate of 0.96. 

These findings underscore the significant impact of feature selection on classification performance, 

demonstrating that high accuracy can be achieved even with a reduced feature set. Notably, the GA 

algorithm proved to be particularly effective in achieving high performance with fewer features, 

thereby offering a cost-effective approach for data processing. For both algorithms, the reduction of 

irrelevant features improved the accuracy of classification models and facilitated a more efficient 

analysis process.  

Table 1 

Experimental results 

Run Dataset Alg. Fea. Acc. Pre. Rec. F1 

1 

USB_IDS_1 PSO 

35 0.97 0.97 0.97 0.97 

2 19 0.97 0.97 0.97 0.97 

3 42 0.97 0.97 0.97 0.97 

4 9 0.98 0.98 0.98 0.98 

5 33 0.97 0.97 0.97 0.97 

1 

USB_IDS_1 GA 

9 0.97 0.97 0.97 0.97 

2 10 0.97 0.97 0.97 0.97 

3 7 0.98 0.98 0.98 0.98 

4 14 0.97 0.97 0.97 0.97 

5 5 0.97 0.97 0.97 0.97 

1 

USB_IDS_1 ABC 

21 0.97 0.97 0.97 0.97 

2 23 0.98 0.98 0.98 0.98 

3 18 0.98 0.98 0.98 0.98 

4 22 0.98 0.98 0.98 0.98 

5 23 0.98 0.98 0.98 0.98 

1 

CIC-IDS2018 PSO 

36 0.96 0.96 0.96 0.96 

2 31 0.96 0.96 0.96 0.96 

3 40 0.96 0.96 0.96 0.96 

4 38 0.96 0.96 0.96 0.96 
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4. Conclusion 

 

In this study, feature selection was performed using GA, PSO and ABC on the USB_IDS_1 

and CIC-IDS2018 datasets. Experiments were conducted with the feature sets obtained through these 

methods using the k-NN classifier.  

The results demonstrate that feature selection significantly impacts classification performance. 

Achieving high performance with fewer features on both datasets highlights the efficiency of the 

algorithms employed and reveals that irrelevant features in the datasets can negatively affect 

classification success. For the USB_IDS_1 dataset, the PSO algorithm achieved the highest F1-score 

(98%) with 9 features, while the GA algorithm achieved the same score with 7 features. Regarding 

the CIC-IDS2018 dataset, the GA algorithm delivered the best performance (98%) with 5 features, 

while the PSO algorithm produced consistent results with a higher number of features. This indicates 

that both algorithms can flexibly and effectively operate across different datasets. The ABC algorithm 

has been more consistent in the number of selected features across both datasets compared to GA and 

PSO. However, it has produced similar results while using a larger number of features. The variability 

in the number of selected features across executions in GA and PSO indicates that sometimes these 

algorithms may be prone to getting stuck in local optima.  

The findings confirm the critical role of feature selection in improving model accuracy and 

reducing computational costs in classification problems. In particular, the ability of the GA algorithm 

to achieve high performance with fewer features suggests promising cost-effective solutions for large 

datasets. Future research can expand the scope of these methods by employing more complex datasets 

and different classifiers, providing a more detailed analysis of the algorithms’ performance across 

diverse problems. 
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